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Empower MOOCs with Al

Jie Tang
Tsinghua University

The slides can be downloaded at http://keqg.cs.tsinghua.edu.cn/jietang



http://keg.cs.tsinghua.edu.cn/jietang

Big Data in MOOC

e 149 partners

« 33,000,000 users

e 2400+ courses

edX
* 110 partners —

e 1,800 courses
* 14 000,000 users
e 10+ MicroMaster

QE] uetan

N7 % %% &
e 1.000+ courses

* 10,000,000 users
e Chinese EDU association

e ~10 partners

e 40+ courses

1.6 million users
* “nanodegree”

B =23 A8

* host >1,000 courses
* millions of users



演示者
演示文稿备注
In October 2014 edX announced Professional Education courses,[28] and in March 2015 it partnered with Microsoft.
In April 2015, edX partnered with Arizona State University to launch the Global Freshman Academy.[30]

�大学mooc—高教
Mooc研究院
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Course Distribution by Subjects

S
lclle??:: Business & Management
' 16.8%
Social Sciences
10.8% Mathematics
4.09%
Engineering
Computer Science 6.11%
£Llat Art & Design
6.73%
Humanities Programming
£t 7.44%
Education & Teaching Health & Medicine
201¢ 0.36% 8.27%
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Coursera
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Neural

Networks for
Machine

Learning

Starts 115 28

BF TR REEANA R,
THBZHEE,

Neural Networks for Machine Learning

XF IR : Learn about artificial neural networks and how they're being used for machine learning, as
applied to speech and object recognition, image segmentation, modeling language and human motion, etc.
We'll emphasize both the basic algorithms and the practical tricks needed to get them to work well.
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Geoffrey Hinton, Professor

Department of Computer Science
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Deep Learning in Python

via DataCamp

Stanford University
Machine Learning
via Coursera @ 5-7 hours a week, 11 weeks long

Goldsmiths, University of London

Machine Learning for Musicians and Artists
via Kadenze (= 7 weekslong

Google

Deep Learning
via Udadty © 6 hours a week, 12 weeks long

University of Washington
Machine Learning Foundations: A Case

Study Approach

via Coursera @ 6 weeks long

m
L

University of California, Berkeley
C5188.1x: Artificial Intelligence

viaedX © 12weeks long

Johns Hopkins University

Practical Machine Learning
via Coursera (© 4-9 hours a week , 4 weeks long

=] Earn A Credential  Part of the Data Science Spedia...

Stanford University
Introduction to Artificial Intelligence
via Udacity © 6 hours a week , 16 weeks long

University of Toronto
Neural Networks for Machine Learning
via Coursera (2 7-9 hours aweek , 16 weeks long



XuetangX
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Some exciting data...

Every day, there are 10,000+ new students

An MOOC course can reach 100,000+ students
>35% of the XuetangX users are using mobile
traditional->flipped classroom->online degree

10


演示者
演示文稿备注
—XuetangX help leverage the spare time (e.g. on train, bus, etc.)

Traditional class: students listen to the lecture and the homework is assigned to demonstrate understanding
Flipped class: students watched video before coming to class and finish “homework” at the class time


Some exciting data...

Every day, there are 5,000+ new students

An MOQOC course can reach 100,000+ students
>35% of the XuetangX users are using mobile
traditional->flipped classroom->online degree

“Network+ EDU” (O20)

— edX launched 10+ MicroMaster degrees

— Udacity launched NanoDegree program

— GIT+Udacity launched the largest online master

— Tsinghuat+XuetangX will launch a MicroMaster soon

11


演示者
演示文稿备注
EdX and World's Top Universities Launch MicroMasters Programs: New Master's-Level Credentials to Advance Careers in the Most In-Demand ...
—XuetangX help leverage the spare time (e.g. on train, bus, etc.)


However...

only ~3% certificate rate

- The highest certificate rate is 14.95%
- The lowest is only 0.84%

Can Al help MOOC and how?

12



How to learn more
_effectively and more
efficiently?

* Who is who? background, where from?
« Why MOOC? motivation? degree?

 What is personalization? preference?




B S . .
Bl=|0)gi2: MOOC course = Universit

course?

How to discover the artificial intelligence

prerequisite relations between
concepts and generate the

data .
mining machine

learning

data — .
clusterin association
- | rule
f/e =
- - == - )
( &/ //4///’/2 ( & )2,/////////)//
== > ' =———
X =— a j: = 2 e i e R
{ & /2//;/)//’
& = /
A\
Thousands of Courses Probability
Distribution

Hidden Markov

L ™ Frecbase
" J) Model

+

Wikieepid Y30 Maximum
- Likelihood
How to leverage the

external knowledge?
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curriculum
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artificial intelligence

data )
mining machine

learning

data

clusterin association

rule

Knowledge
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XiaoMU (“/NAR")
—Al driven Learning Assistant

17



What i1s Al? Watson?

Gegrrgiﬁ ' ggﬂﬂ@@@ﬁ@ﬁ
Jill Watson: Our Newest TA aoh | Compuring

« (Creation of Prof. Ashok Goel

» TA for CS 7637: Knowledge-Based
Artificial Intelligence

« Based on IBM Watson platform
 Anticipate that Jill will be able to

answer 40% of ~10,000 questions
posted to online forum

F the 2013 film, Ex Machin
Ashok Goel o e CE T S

18



What is XiaoMU (“/x7K")

 Not a Chatbot
—“Good morning”, “did you have the breakfast?”—NO

 Not a teacher/TA
— “Can you explain the equation for me?” —NO

» Instead,“/]s7K” is more like a learning peer
— Tell you some basic knowledge in her mind
— Tell you what the other users are thinking/learning
— Try to understand your intention
— Teach “/7N7K” what you know

19
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XiaoMU (7/)\7K)

r

But most existing systems focus on passively interactions...
- y

: Incentive )
! analysis

Course

@ Content

i ‘ ! analysis analysis |
@' @ | Course |
C LG l recommendation ! C,. \
logs ' modeling i Automated video i extraction PN glee ge
% : navigation ! &
| : :E> . E> ' | Prerequisite |
| User Profilng Question ' | relation mining |
| ! answering i |

User Modeling Content Analysis

22



XiaoMU (7/)\7K)

LittleMU: Intelligent Interaction

q
-
™
i
o
N

______________________________________

i o Incentive | COIIHS‘?
: analxsis analysis iana Y515 Cilre
i @ : ! @ Content
: Course !
: ' recommendation :
e : Behavior <j <::‘ : Concept
Togs : modeling Automated video ! extraction
. : I:> navigation IZ>: .
i . ! : | Prerequisite |
| \User Profiling / i Question ' | relation mining |:
| ! answering | !

User Modeling Content Analysis
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MOOC user

« Who is who? background, where from?

« Why MOOC? motivation? degree? ,

 What is personalization? preference?

24



Basic Analysis

Non-Science Science
| ) ) ) 1 I

T T

e I T

VA Y N o

] |

] ] | ] | |
-006 -004 -002 0.00 0.02 -006 -004 -002 0.00 0.02
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Observation 1 — Gender Differenc

Table 4: Regression Analysis for Certificate Rate: All Users

Model 1: Demographics vs Certificate

Model 2. Demographics + Forum activities vs
Certificate

 Females are significantly more likely
to get the certificate in non-science
courses.

 The size of the gender difference
decreases significantly after we
control for forum activities.

Model 1 Model 2
Non-Science| Science | Non-Science| Science
1 2 3 4
Female 0.014*** -0.003 0.002* 0.001
(0.002) (0.002) (0.001) (0.002)
New Post | — - 0.004*** 0.038***
(0.001) (0.008)
Reply —_ —_ 0.004** 0.001*
(0.002) (0.001)
Video — — 0.000%** -0.000
(0.000) (0.000)
Assignment | — — 0.003*%** 0.000%3**
(0.000) (0.000)
Bachelor 0.014%** 0.003* 0.011%** -0.001
(0.002) (0.002) (0.001) (0.001)
Graduate 0.007*** 0.004 0.013%** 0.001
(0.002) (0.002) (0.002) (0.002)
Effort -0.072%** -0.072%**
(0.003) (0.003)
Constant 0.286%** 0.018%**| (.280%** 0.006
(0.013) (0.006) (0.011) (0.004)
Obs. 74,480 19,269 74,480 19,269
R? 0.024 0.001 0.462 0.363

26


演示者
演示文稿备注
We have three interesting observations here.


The first observationb is about gender difference.
Based on linear regression model，we find that the superiority of women‘s performance  is mainly driven by their effort instead of their gender.



Observation 2 — Abllity v.s. Effort

Table 4: Regression Analysis for Certificate Rate: All Users

Model 1 Model 2
Non-Science| Science | Non-Science| Science
1) (2) 3) 4)
Female 0.014*** -0.003 0.002* 0.001
(0.002) (0.002) (0.001) (0.002)
New Post | — - 0.004*** 0.038***
(0.001) (0.008)
Reply —_ —_ 0.004** 0.001*
(0.002) (0.001)
Video — — 0.000%** -0.000
(0.000) (0.000)
Assignment | — — Jokkx 0.000***
(0,000) (0.000)
Bachelor 0.014*** 0.003* 0.011%** -0.001
(0.002) | (0.002) (0.001) | (0.001)
Graduate 0.007*** 0.004 0.013%** 0.001
(0.002) (0.002) (0.002) (0.002)
Effort -0.072%** -0.072%**
(0.003) (0.003)
Constant 0.286%** 0.018%**| (.280%** 0.006
(0.013) (0.006) (0.011) (0.004)
Obs. 74,480 19,269 74,480 19,269
R? 0.024 0.001 0.462 0.363

Model 1. Demographics vs Certificate

Model 2: Demographics + Forum activities vs

Certificate

 Bachelors students are significantly
more likely to get the certificate in non-
science courses.

* Graduate students are more likely to
get the certificate in science courses.
After controlling for learning activities,
the size of the effect is almost doubled.

getting certificates.

* Forum activities are good predictors for

27


演示者
演示文稿备注
Based on linear regression model, the certificate rate is not only related to effort, but also ability and existing knowledge level.



Certificate Probability

Forum activity vs. Certificate

1.0 0.7 ,
e—e Non-Science Post e—e Non-Science Reply T B No CGTF Friend
e—e Science Post e—e Science Reply 0.6 I L 1 Cert Friend
0.8 o
= 05
’ ’ ’ £ 3x
0.6} "E 0.4l T
® o e QQ..) J_
= 03
04} q§ l 3x
5 02|
o
. 0.1
0.0 - - . ; . 0.0 - '
0 1 2 3 4 5 Non-Science Science
#Forum Activity
Forum activity vs. Certificate “SESRZF” (Homophily)
— Itis more important to be presented in — Certificate probability tripled when one

forum, while the intensity matters less. Is aware that she has certificate friend(s)

28



Dynamic Factor Graph Model

Model: incorporating “embedding” and factor graphs

Yi(i)" = f(WoZ' (i) + bo)
Z'(0)" = f(WaS* (i) + ba)

Prediction labels:

Activities we are interested in,

time 3 e.g., assignments performance and
getting certificates.

time 2

St(i) = [ZE:;(;‘)T,X‘(@')T}T e 1

YE(T:) = [l;t,i.ﬂ: }rt,i,la ey K,i,n—l]T

F(WyS°(2) + ba)

All features: time-varying attributes:
1.Demographics

! ‘ 2.Forum Activities
! 3. Learning Behaviors

X(4) = [Xt.5,00 Xtyi1y---s Xtia—1]"

Latent learning states

Every student’s status in at time t is
associated with a vector representation

Zt (?:) = I_Z!-J'.‘D} Zf':iql‘l .. ;Z!.,i,m— l]T

[1] Jiezhong Qiu, Jie Tang, Tracy Xiao Liu, Jie Gong, Chenhui Zhang, Qian Zhang, and Yufei Xue. Modeling and Predicting Learning Behavior
in MOOCs. WSDM'16, pages 93-102.



Certificate Prediction

Category | Method | AUC | Precision | Recall| F1-score
LRC 02.13 83.33 46.51 59.70
, SVM 02.67 52.17 83.72 64.29

Science
FM 04.48 61.54 74.42 67.37
I LadFG | 95.73 73.91 79.07 76.40
LRC 04.16 76.93 89.20 82.57
) SVM 03.94 76.96 88.60 82.37
Non-Science

FM 04.87 80.22 86.23 83.07
| LadFG | 9554 | 79.76 | 89.01| 84.10

* LRC, SVM, and FM are different baseline models
e LadFG is our proposed model

30



Predicting more

Dropout

— KDDCUP 2015, 1,000+ teams worldwide
Demographics

— Gender, education, etc.

User interests
— computer science, mathematics, psychology, etc.

31
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Math112 Video | Video
1 2
CS224 V‘;'e"
Conditional
dom Fiel
Video | Video
CS229 1 9

- How to extract concepts from course scripts?
- How to recognize (prerequisite) relationships between concepts?

[1] Liangming Pan, Chengjiang Li, Juanzi Li, and Jie Tang. Prerequisite Relation Learning for Concepts in MOOCs. ACL'17.



Concept Extraction

Candidate Semantic Graph-
Concept Representation based
Extraction Learning Ranking
In this course, we will data mining data
teach some basic mining
knowledge about data 0.8(0.2(0.3(... |0.0]0.0
mining and its cluserin _ business
application in business business intelligence intelligence
intelligence. application

0.110.1]0.2]... |0.8(0.7

Vector representation
Learned via embedding or
deep learning

Video script

34



How to extract the
prerequisite
relationship?

Math112 Video | Video
1 2
CS224 “;“"’
Conditional
dom Fiel
CS229 Vi(lleo Vigeo

[1] Liangming Pan, Chengjiang Li, Juanzi Li, and Jie Tang. Prerequisite Relation Learning for Concepts in MOOCs. ACL'17.



Prerequisite Relationship Extraction ==

o Step 1: First extract important concepts

e Step 2: Use Word2Vec to learn
representations of concepts

data mining

0.8]0.2(0.3|... |0.0(0.0

business intelligence

0.110.1]0.2]... |0.8(0.7

Vector representation
Learned via embedding or
deep learning

36


演示者
演示文稿备注
Use TAGME, AIDA, TremenRank to extract concepts


Prerequisite Relationship Extraction <«

o Step 1: First extract important concepts

e Step 2: Use Word2Vec to learn
representations of concepts

e Step 3: Distance functions

— Semantic Relatedness

— Video Reference Distance

— Sentence Reference Distance
— Wikipedia Reference Distance
— Average Position Distance

— Distributional Asymmetry Distance vt V[ Vit v
— Complexity Level Distance

CS224 \"‘: -----

Video | Vi

CS229



演示者
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Use TAGME, AIDA, TremenRank to extract concepts


Result of Prerequisite Relationship(*=

Classifier ML DSA CAL
M 1 10 1 10 1 10

P 632 601 607 623 6l.1 619

SVM R 685 724 693 675 679 683
Fi 658 657 647 648 643 64.9 ‘Riv'v" C':'_ﬁ’ LR't and
P 580 582 629 626 601 606 are aiteren

classification

NB R 581 605 623 618 612 621 odels
F, 581 594 626 622 606 61.3 It seerms that with
P 668 676 631 620 627 633 the defined distance
F, 6377 642 639 643 616 629 achieves the best
P 681 714 691 727 673 703

RF R 700 738 684 723 678 719

Fi 691 726 68.7 725 675 71.1
Table 2: Classification results of the proposed method(%).

[1] Liangming Pan, Chengjiang Li, Juanzi Li, and Jie Tang. Prerequisite Relation Learning for Concepts in MOOCs. ACL'17.



System Deployed
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User Modeling Content Analysis
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What we can do?

User
modeling

artificial intelligence

data )
mining machine

learning

data

clusterin association
rule
Knowledge

41



e Let start with a simple case
— Course recommendation based on user interest

42



Low frequency High frequency

LDA training
| : | | Latent interest | .
Course | User clustering | — ‘ modeling ’ "~ With the
topic | - | i . - learned user
analysis Course perquisite i ‘ Collaborative ’ " model
: modeling : : filtering !
Recommendation result
Rule based adjustment
ng ViE—3E
C+EEfE R EM Java&%m it (2017 TR () KEWE (558) -h KEUE—BEF (B
(2017%) 2(2017%) )

[1] Xia Jing, Jie Tang, Wenguang Chen, Maosong Sun, and Zhengyang Song. Guess You Like: Course Recommendation in MOOCs. WI'17.
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Online A/B Test

Performance Comparison Online CTR Comparison
3 .
—4— Random  —&— CACR >
0.25 4 —®— UBCF —— HCACR
—¥— IBCF 30 1
0.20 A1
25 1
g 0.15 E 20
0.10 - 15
—Y 10
0.05 A
—&— HCACR
5 ~%¥— Manual Strategy
0.00 L —p=—pt—"rot * : P S P P S L PRSI
1 3 5 10 20 A A prA ) 3 be)e bo e
K 1 1 T T T e e ?
Top-k recommendation accuracy (MRR) Online Click-through Rate
Comparison methods: Comparison methods:
HCACR — Hybrid Content-Aware Course Recommendation HCACR — Our method
CACR - Content-Aware Course Recommendation Manual strategy

IBCF — Item-Based Collaborative Filtering
UBCF — User-Based Collaborative Filtering
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e Let start the simplest case
— Course recommendation based on user interest

 What can we else?
— Interaction when watching video?

46



Smart Jump
—Automated suggestion for video navigatio

o Zdy . B 2 2w f7 (/>w.. 2 T 3£ 78
Gk 5 AT i B R ak 4K 4F
Capital assets and invastmer pre y are exceptions. Both of

N A ALE S
N AN (1 1 I N o

these assets are evaluataed alue principle.

PP 7.as [ 11:06 1))

| :
: ' .
1 0.07 0.35] 0111 0.26}
: l| : I Personalized Suggestion
I
Let’s begin with ... " First, we introduce ... :
The example is that ... Next ... capital assets ... investment property ...
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演示者
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To improve learning efficiency, can we predict the end position for users automatically when they intent to jump back?

<click>
In this paper, we research on the problem that realize automated suggestion for this kind of video navigation, and we call it smart jump.

To illustrate the problem we are going to deal with, we give an example scenario here:
<click>

This is a lecture from a course. A user wants to jump back from this start position. 
The gray curve shows the jump-back navigation distribution of this lecture according to the his’torical data. 
These orange circles are our suggestions for possible end positions. Different size represents different probabilities that the user will jump back to.

For example, the place with the highest probability (0.35) is to describe an example in the lecture, and the second position is the concept of “capital assets” 

It is not the same with navigation distribution because it is personalized.�
In dealing with the problem, we have two main challenges:
<click>
The first one, What are the underlying factors behind the jump?
<click>�and second, How to incorporate individual information for an accurate recommendation?




|

Ao =) sl xe Le by /. v s 12 ude
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Capital assets and investmer pre y are exceptions. Both of

14

alue principle.

‘»717:45]11:[!6 »

| 1 1 1

1 oo7 0.3 0.1y 0.261

] I . Personalized Suggestiol
Let's begin with ... [] First, we introduce ... !

A

The example is that ... Next ... capital assets ... investment property ...

2 1

5

On Average: 2.6 Clicks =5 seconds
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Two Numbers

w
4 5

On Average: 2.6 Clicks =5 seconds

According to what we have discussed we find that the fifth activity belongs to cash outflow of a business activity.

55 X 8,000,000 users = 1.3 years

49
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Science courses contain much
more frequent jump-backs than
non-science courses.
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Courses

Users in non-science courses
jump back earlier than users in
science courses.

Users in science courses are
likely to rewind farther than
users in non-science courses.
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理工科比文科回跳次数更多
文科学生比理工科学生更早回跳
理工科学生比文科学生回跳更长

Next is the observations related to courses.

<click>
First of all, we count jump-back frequency of each course, which are illustrated in the histogram figure. 
The first three bars represent three non-science courses, and the last three bars represent three science courses.
It shows that jump-back actions in science courses are much more frequent than non-science courses. This may because, in general, science courses are difficult than non-science courses, Users need to study some videos multiple times in order to understand the content.

<click>
Then we investigate on the start position of jump-backs, we can see that users in non-science courses jump back earlier than users in non-science courses.

<click>
The third figure illustrates jump span median of each courses. It indicates that users of science courses are likely�to rewind farther than those of non-science courses. ��
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Video Segmentation

In the next ninth economic activity

The enterprise has paid 4,000,000 yuan

What is the money used for

argmax 2

At Re_cj + Rn_s

Of which 2,500,000 yuan is paid for the expenditure of sales department

1,500,000 for the expenditure of administrative department

R, .;: rate of effective complete-jumps (start position and
end position located in different segments).

R, s: rate of non-empty segments (contains at least one
start position or end position of some complete-jumps).
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Before making suggestion, we first segment each video into snippets using the transcript of each video. This is the transcript distribution in the video timeline. What we need to do is to find appropriate breakpoints to segment the video according to the duration time between every two sentences.

<click>
The threshold of duration time are selected according to this objective function, <click>Recj is the rate of effective complete-jumps. An effective complete-jumps means that the start position and end position located in different segments. <click>Rns the rate of non-empty segments. A segment is called non-empty when it contains at least one start position or end position of some complete-jumps. Our principle are to result in more effective complete-jumps and non-empty segments.

<click>
Then we can know where to set breakpoints to segment videos like this.�


Problem Formulation

argmax P(s;|u,v, s;; O)

[1] Han Zhang, Maosong Sun, Xiaochen Wang, Zhengyang Song, Jie Tang, and Jimeng Sun. Smart Jump: Automated Navigation Suggestion
for Videos in MOOCs. WWW'17, pages 331-339.


演示者
演示文稿备注
After segmentation, a video is partitioned into a sequence of segments like this. Now our problem is to rank this segments and make suggestions.

Formally, given a video v, a user u, the start position in segment si, the objective is to train a model to maximize the probability that user u would jump back to segment sj of video v ��


Prediction Results

Course Model AUC P@1 P@3 P@5
LRC 72.46 35.95 65.54 80.13

Science SVM 71.92 35.45 66.15 81.99
FM 74.02 37.61 76.04 89.59

LRC 72.59 69.23 73.23 89.32

Non-science SVM 73.52 68.39 76.64 91.30
FM 73.57 67.56 88.43 96.05

* LRC, SVM, and FM are different models
* FM is defined as follows

d d—1 d

§(xi) = wo + Z’wjﬂ?i,j -+ Z ff?z',j%,j’(l)japjf)
j=1 j=1j'=j+1
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We tried different classification models and <click>found that FM achieved the best performance in both Science and Non-science courses. 
This may be because that there exists correlations among features from videos, start positions and users.
<click>
And FM can model the interaction between features though feature combination.



More

e Let start the simplest case
— Course recommendation based on user interest

 What can we else?
— Interaction when watching video?
— What kind of questions did the users ask?

o4



Question Answering

User Query

Question
Classification

Platform FAQ

Wikipedia

Forum Archive

Service

Others

Question Answer

Assembling
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演示者
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This is the framework of our question answering module. The user query first pass through a question classifier, distributed to different categories.
Under each category, we first retrieval the most similar question as the query from our candidate database, then return the corresponding answer.
For the forum category, it may have several answers (one forum thread may have several comments), there is an additional answer selection process.


Category Distribution

SERVICE

MISC

PERSONAL

SMALLCHAT

FEEDBACK

DISCUSS

CONCEPT

CONTENT

PLATFORM

o

100 200 300 400 500 600 700 800 900
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Question Classification

Word embedding of query
£ -
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& max pooling

e #Training (March 2017 — August 2017): 2162
o #Test (September 2017): 499
Precision: 0.77, Recall: 0.78
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演示者
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We use n-gram features and SVM to do the classification.
The training set contains queries before September 2017 (2162 in total)
The test set contains queries from September 2017 (499 in total)


Answer Selection

* Queries in PLATFORM category. 538
e Q-A pairs in Candidate Set: 77

MRR Ht@1 Hit@3 Hit@5

ES (TF-IDF) 0.617 0558  0.698 @ 0.748
Word2vec + WMD = 0.695 0.602 0.745 0.817
Word2vec + Cosine 0.653 0.577 0.685 0.726
1.0*WMD+1.5*ES @ 0.728 0.640 0.781 0.845
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After we classify the query into different categories, we retrieve the most similar question from our candidate sets.
We run the experiment of question retrieval under category PLATFORM. 
We trained word vectors on Chinese Wikipedia, and compared different distance metrics (word movers distance or cosine similarity)
We also tried to mix different metrics together to further improve the performance. (elastic search and word movers distance)


More

o Let start the simplest case
— Course recommendation based on user interest

 What can we else?
— Interaction when watching video?
— What kind of questions did the users ask?
— Interaction->intervention
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Bandit Learning with Implicit
Feedback

[1] Yi Qi, Qingyun Wu, Hongning Wang, Jie Tang, and Maosong Sun. Bandit Learning with Implicit Feedback. NIPS'18.



Bandit (Online) Learning

An online learning framework: contextual bandit

« Click/Buy etc. as reward, features of content/user/etc. as
context.

 Adaptively and sequentially learning

* Successfully deployed for recommender system and ad
displaying.

The problem is about the definition of rewards
e Is non-click indicates negative impression?
 Examination hypothesis:
o Click occurs if and only if examination happens
e Implication: no-click DOES NOT necessarily mean
negative feedback
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Model

Classical bandit model with linear reward:

E[Tt,a|xt,a] - XIGGZ‘

« Rewardis 1 if clicked, O if non-clicked.
- Inevitably linear regret.
Our model: E-C bandit (Examination-click bandit)
P(C; = 1|E; = 0,%x¢0,4) =0
P(Cy = 1|E; = 1,%0,t) = p(%x5,,05)
Thus: P(E, = 1|xg,) = p(xp.0%)

E[Cylx:] = p(x5,08)p(x 5 ,0%)
The common goal: regret minimization

BayesRegret(T', ) ZE max fex(x%) — fo- (xat)]

68



1.4
1.2 1
1.0
o
G 0.8
@
Z
o
o 0.6
o«
0.4 1
—— hLinUCB
0.2 — PBMUCB
—— EC_Bandit
0.0 - —— Logistic
T T T T T T
0 10000 20000 30000 40000 50000

Figure 4: Performance comparison on MOOC

videos’ data

Decision Point

75



History of Neural Networks

Deep Neural Network

(Pretraining)
A

XOR Perceptron A
ADAEINE (Backpropagation)
' 3 A
r 3
Perceptron
Golden Age Dark Age (“Al Winter”)

Electronic Brain

1950 1960 1970

S. McCulloch = W. Pitts F. Rosenblatt B. Widrow - M. Hoff

X AND Y XORY NOT % \ 4 =
+ -2 #1744 <l = { v | o .
/ l \“ / I \‘ l | «—— Backward Ermor —— &
= Adjustable Weights » Learnable Weights and Threshold « XOR Problem « Solution to nonlinearly separable problems = Limitations of learning prior knowledge * Hierarchical feature Learning
* Weights are not Learned + Big computation, local optima and overfitting + Kernel function: Human Intervention
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Data

Knowledge graph:
A graph of concepts

To organize
knowledge

Artifical intelligence
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#4EE%: MoocData.org

+ 821 Teams
KDD cup 2015 Final Submissions
2015-05-01 20150712
(b MOOC Data data ~ Publications Challenges ~ About
Name Size Keywords Download link Reference
@ Home > Competitions > Xiaomu Questioning 2377 MB Bandit Learning, Implicit Feedback data NeurlPS'18
Information
Xiaomu Questioning

If you have any ques
Data Description:

support@kddeup201 Xiaomu Questioning is an innovative feature which actively and adaptively displays banner containing guestions in lecture videos,
SIZLELEN Update, August 4 aiming at improving learners' engagement.
Timeline Here is the Schedule Learner is allowed to click on the displayed banner so as to see answer to the question.
Prizes KDD Cup 2015 Workshop Sc! Random selection strategy on positions and questions are used and the data of displayed question/clicks/feature/candidate items are

9:00 - 9:30 Opening: Informa collected.

9:30 - 10:30 Invited Talk: Jac ~ The data is in .pkl form and must be deserialized by the package "pickle" of python3.

10:30 - 11:00 Coffee Break

11:00- 1125 10th Prize: i EX@mple code:

MOQCs Dropout Prediction. > data = pickle.load(open(“rawData.pkl”, 'rb"))

11:25 - 11:50 8th Prize: Chin -~ The data is collected from Xiaomu Questioning, consisting of 7 columns.

and Sin-Ya Peng ALinear En: The description of each column:

Make a final submission Prediction. 1st column: vidx - integer, the ID of video;

2nd column: aid - integer, the ID of recommended question;

3rd column: reward - integer, the observed feedback(1 for click, 0 for non-click)

4th column: candidate list of arms - list of integer, the available candidates at this decision point;

5th column: feature of relevance - two dimensional numpy array, each row representing the corresponding arm in the candidate list;
6th column: feature of examination - two dimensional numpy array, each row representing the corresponding arm in the candidate list;
7th column: position of the recommended arm - integer;

Organizers

Rank

Discussion Board

Submission

Make a submission
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Representative Publications

Yi Qi, Qingyun Wu, Hongning Wang, Jie Tang, and Maosong Sun. Bandit Learning with Implicit Feedback. NIPS'18.

Jiezhong Qiu, Jian Tang, Hao Ma, Yuxiao Dong, Kuansan Wang, and Jie Tang. DeepInf: Modeling Influence Locality in
Large Social Networks. In KDD18.

Yutao Zhang, Fanjin Zhang, Peiran Yao, and Jie Tang. Name Disambiguation in AMiner: Clustering, Maintenance, and
Human in the Loop. In KDD’18.

Golnoosh Farnadi, Jie Tang, Martine De Cock, and Marie-Francine Moens. User Profiling through Deep Multimodal Fusion.
In WSDM'18.

Jiezhong Qiu, Yuxiao Dong, Hao Ma, Jian Li, Kuansan Wang, and Jie Tang. Network Embedding as Matrix Factorization:
Unifying DeepWalk, LINE, PTE, and node2vec. In WSDM'18.

Yutao Zhang, Robert Chen, Jie Tang, Jimeng Sun, and Walter Stewart. LEAP: Learning to Prescribe Effective and Safe
Treatment Combinations for Multimorbidity. In KDD'17, pages 1315-1324.

Jie Tang, A.C.M. Fong, Bo Wang, and Jing Zhang. A Unified Probabilistic Framework for Name Disambiguation in Digital
Library. IEEE Transaction on Knowledge and Data Engineering (TKDE), 2012, Volume 24, Issue 6, Pages 975-987.

Jie Tang, Tiancheng Lou, Jon Kleinberg, and Sen Wu. Transfer Learning to Infer Social Ties across Heterogeneous
Networks. ACM Transactions on Information Systems (TOIS), 2016, Volume 34, Issue 2, Article No. 7.

Jie Tang, Jing Zhang, Limin Yao, Juanzi Li, Li Zhang, and Zhong Su. ArnetMiner: Extraction and Mining of Academic Social
Networks. In KDD'08, pages 990-998.

Jie Tang, Jimeng Sun, Chi Wang, and Zi Yang. Social Influence Analysis in Large-scale Networks. In KDD*09, pages 807-
816.

Chi Wang, Jiawei Han, Yuntao Jia, Jie Tang, Duo Zhang, Yintao Yu, and Jingyi Guo. Mining Advisor-Advisee Relationships
from Research Publication Networks. In KDD*10, pages 203-212.

Chenhao Tan, Lillian Lee, Jie Tang, Long Jiang, Ming Zhou, and Ping Li. User-level sentiment analysis incorporating social
networks. In KDD'11, pages 1397-1405.

Jie Tang, Sen Wu, Jimeng Sun, and Hang Su. Cross-domain Collaboration Recommendation. In KDD'12, pages 1285-1293.
(Full Presentation & Best Poster Award)

Jie Tang, Sen Wu, and Jimeng Sun. Confluence: Conformity Influence in Large Social Networks. In KDD'13, pages 347-355.

Yuxiao Dong, Yang Yang, Jie Tang, Yang Yang, and Nitesh V. Chawla. Inferring User Demographics and Social Strategies
in Mobile Social Networks. In KDD*14, pages 15-24.




Thank you'!

Collaborators: Jian Guan, Xiuli Li, Fenghua Nie (XuetangX)
Jie Gong (NUS), Jimeng Sun (GIT)

Wendy Hall (Southampton)
Maosong Sun, Tracy Liu, Juanzi Li (THU)

Xia Jing, Zhenhuan Chen, Liangmin Pan, Jiezhong Qiu, Han Zhang,
Zhengyang Song, Xiaochen Wang, Chaoyang Li, Yi Qi (THU)

Jie Tang, KEG, Tsinghua U, http://keqg.cs.tsinghua.edu.cn/jietang
Download all data & Codes, http://arnetminer.org/data
http://arnetminer.org/data-sna
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